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A bstract . The paper preseras results of indexing m ethods evaluation o( titles
and key words of tU 1ual dccum..nts in Serbian language. The follo..... ing indexing
methods are e"a!u&ted: - automat ic indexing with sin gle words. - automatic
indexing with compressed sin gle words and - manual ind exing with key word s .
Evaluation is perfcrmed on the basis of the compu tat ion of a Linear correla tion
coefficient between the actual releva nce and the formal computer relevance. The
actUAl relevance of two documents is computed by findlng the se t of conunon words
in bo th of them. The Iorrnal relevance is obtained by m eans of findi ng of in tersection
of the document 5earchin" characteristics.
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I. INTROD UCTION

The appearance of the com pute r support ed informa tion and documentation
sys tems (INDOC·systems) lead to the tex tual documen ts au tomatic indexing algo­
ri tbms. One group o( algorithms IS based on dictiona ries or thesaurus. the other
grou p uses statistical properties of the text and the third group follows morpholog­
ical analysis of the text. In this research special artenrion IS paid to the com parison '
o( different methods of automatic document indexing 1\5 well as to the compar rson
of the automat ic and manual document indexing.

The l DJ ~"11';; evafua t ion metuvds can be d. vided into two ha.... i grou ps [11

&) .. ' .... n indexing evalua- .u - ~)" l> d lin the com partson of the basic
... ub jer.r of 'u l1exir g text of :11' ..v ument ar.d its J~.. cument see rcm ng ch ar acterrs­
ti cs (DSC ,o

b) Th,. •.J .,/- lZ-l;" ..~ uon ~)~ A on lhf' searching ree. ults xpres sed t hrol gh

ue erileri, n <.11 ~o mpl"l"'1e s ~X.~ Ln(' o; ~ and the inform ti ,. ~" . chmg IHHtlclI lar: ,.

Tl. ;:. ~ II ~ r • IS; is Ih V;'JU S nd s ' ' If to , bil l it:' ,l prt .rUI' II Ii" 110 (~ I ; i\ r:'\Il t PP

')a t is(y ing j Ph lll t 1.



T he seco nd group inco rpora tes certain problem. of ~pAr&t1n~ the 111 uence (
mdexmg from other gents (e.g. exactness nd completeness fJ( th e fun d ccmpreuo
intluenc mg completeness, exactness end information searchi ng parncu a nt) A
the d iffieulries associated with the I:iDOC.,ystem evaluation are (aced wnhm th~

seco nd group or methods.

The aim of the paper is to study the different induing methods in o rde r 1.O

find out their shortcomings and thei r advantages.

This research has been limi ted to comparison of the following indexing
methods:

- ~t e t hod .\ - automatic indexing with single words. Each word of the doc­
ument title enters DSC except unin fo rmative words (conjunctions. excl amartons
pronouns. particles etc.);

- Met hod B - automatic indexing with compressed single words . T he com­
pressed forms of the document title words enter the DSC . Uninformative words
do not enter the DSC. T he comp ressed fo rm of the wor d is obtained using t he
particul ar compressio n algor ithm [5J .

- ~l ethod C - man 's manual indexing. DSC is a list of key words .

The indexing evaluation is done under the following circumstances:

1) Evaluation is to be performed only on the basis of t he full documents texts
com pa rison and their DSC. A document tex t and its DSC is in Serbian.

2) Human participation in t he research procedure should be minimi zed.

3) Significant sta tis tical results should be reached by analysing a sufficiently
small set of documents.

4 ) The effi ciency of different indexing methods is to be valued on t he same set
of documents.

5 ) As a basis of the com para tive analysis, the Roa-criterion (coeffi cient of the
linear correlation between real relevance o · and formal-computer relevan ce j ~ ) is
to be used.

~. THE EXPERIME:iT DESCRIPTIO;\,

.\ sufficien tly satis fac to ry description of the INDOC·systf m regarding the user
IS bidi mensiona l func tio n ",to ·. J -), kno..... n as the basic sraris ncnl l~DOC. <y... rem
model [21, [3J, [4J. T he bid imensio na l (un ct ion ,,~o ~ . J ~ ) of i he random varta bles
o " and J - (0 · - real relevance. J - - formal relevance ) represents probabil ity of
the ( Q ~, ,.J ~ ) pai r appearance t hrough random choice of documents .

.-\S the bas is of the indexinI; methods comparative analysis . t he linear c tre­
lation coeffi cient, R..J. of the random variables 0 and J IS used . In the $luJ~ ~'1

il is de monstrated thllt under t he same condinons. inere se of linear co rrela u n
coetfi cie n t. R'9/J. of the random variables 0 and J, leads to the mccea...e of -, st em
'lu " lity mdicator [completeness. exactness. etc. ).

ln t he s t ud lf's {2J and (41 it IS shown tha.t , if one usee the "aero ind 10

I~o r l l h m" (a utom AL ic mduing wilh zero f'tff'C'u vlty) which form O. C ~~ r n(
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cho re l)Ct he terms from the full docu ment tex t , t llf" correlat rou cud hCl t" lI l lIoli IJ ..
ex pressed , :

R. - VFTt (1/

~' here;

1 - is the number of th e Cull text terms,

l' is t he nu mber of t he DSC terms.

To Corm ,:0(0 - , ;1- ) t he following method is used : a text of document, from
the ex plored set of documents, forms the information request, while the o ther tex ts
o f documents are checked on t he real and formal relevance. This is repeated wnh
all documents from the explored SE"t as an information req ues t. In such a way
C = n (n - 1 ) / ~ the number of pai rs of variab les (0 - ,13-) , are obta ined . whe re 11
represents t he nu mber of t he ana lysed set of documents .

The d iffic ulties in obt aining the expert evaluat ions of the real rele ..ra nee (for n =
100, C = 4950), could be overcome by automat ic determination of rea l relevan ce
&S the full documents intersection .

The above cons ide ration will be explained on the following exam ple.

EXAMPLE : THE ENTERING D OCUMENTS STRU CTURE

Let T be defined as a title of document e.g.

Informacioni sistern gradova i ops rina

(Com munities and Ci ties Information System ),

let K be defined as key words of document e.g.

gradcvi i opsrine : informacioni sistem;

kancelarijsko poslovanje; sirnpozijum: 1984; Beograd.

(C it ies and com munities; informat ion syst em;

office management; Symposium; 1984, Belgrade).

and let L be defined as
L =T u K.

For J - (see (:!J and [4J) dete rmina tio n of the suita ble DSC intersections are
used. For t he doc ume nt analyzed they are as follow:

- The title words set :

T = {informacioni. sistem, gradova . ops rina ].

- T he comp ressed t it le words set 15):

S = {info rm kion. s is t , grad . opsfin},



- Th ley words set .

K = [ g re dovi i ops t ine , informacrcui sts tem.

kancelarijsko poslovenje. sim po aij um, Beograd ]

The numerical in formation as well as unmforming wo rd [conj uncuons. p repo­
srucns, particles erc .] are filtered ou t th rough the stop dictionary co n rauung a bo ut
850 words, and rhey do not en ter the document on the whole and the document s

DSC.

In this experiment j J documents were analysed.

During the given documents set handling the pair sets {o " ,r) are obt ained
for ea ch pair Land T ; Land S ; Land K .

On the basis of [IJ the following equations are cbtained:

'w
"(0") = L "(0" ,.3' ),

tJ a=o

·w
.If [0"] = L "(0 ')· c, ,

.. ° = 0

· w
~~ = L (0" - .lf lo ·J) ',,(o· ):

0 "=0

· w
,,(11") = L ,, (0 ' , ;3 '),

0 "=0

'w
.lflll"] = L ,,(11 0

) oJ" ,
8 ° =0

.w
~~ = L (/l" - .IfIB"J)' ,,(,3"),

,;3 ° =0

(2 )

(3)

(4 )

et ..... ;J .....

,If I'" . B'I = L L ,,(0 '..3" )0 ' . B'.
O' " = 0 d O=O

the co rrela t ion coeffic ient is determined :

e. , = .\1[,, ' · 13 ' 1- .lf lo·l · .1f 11l ·1 .
det 'rf J

(5)

(6)

In t he Eqs. (2)-(5) the maximal value of 0 ° and d " are included ( 0.\1 and 3\1 ).

T he linear co rre la t ion coefficien t va lue obta ined from t he Eq . \ 6) is com pa red.
with the leas t etfective indexing coefficient ob ta ined from Eq . ( I) , the averae;e
lengths for d itlere ru DSC·s of the full tex t , th at are a cardinali ty of the respec­
uve se ts. are also determined:

-ILl = 11.98, IT! = 5.16 . lS I = 4.; 3, 11" 1= .U 5.

3 \~ \LYSIS OF TilE EXPERI~IE:-;T.\L RF~l'LTS

Fir t o( &JI. one has to Justify whether rhe frolll relevance of thr text
docu ment is ohtamed by u!in~ o " the len t h of imersecuon L, Ii 1.

-,

, .
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Form t he set of 75 documents , the ~oo pairs o f dcc ume-ms is f"1t' cl"cl l'~ b..

. n. lysed. Th e- mutual relevance n ' is ex per tly eva luated haviug values Irom I
to 10. Such e va lua tions .'HE' also perfo rmed using Eq s. (1) -(C) with o · = IL, n LJI
The linear co rrelat io n coefficien t be twee n expe r t ly de te rmined cpaI rele vance and
theoretical ly ob t ained real re levance is found to be:

Roo ' = 0.624. (H)

Such a relatively large positive corre la t ion of 0 and 0 .' j usti fies the real releva nce
de term ina t io n as the full text intersections.

For t he analysed indexing methods the follow ing values of Rod are ob tai ned :

(0)

Accord in g to Eqs . ( l) and (i) the leas t effect ive indexing coeffi cient is obta ined
as:

R:3= JITI/I11= 065 628, R~a = J 151 /I11= 0.62834

R:a= JII\I/ILI = 065565.

( 10)

As a fin al DSC eva luat ion it is necessary to co nfi rm that the va lue R ollJ obt a ined
from Eqs . ( 1) is with in t he confidence in terva l. It is known th a t the P ~'J I t he
co rrela t io n co effi cien t of any z a nd y variables , with t he 0.97725 proba bility is
within the co nfi dence in terval :

( 11 )

where r z y is com p ut ed values of correla t ion coeffic ien t . .V is t he numb er of z a nd
y va riable pai rs.

In th is case .V = C = ~ 6:? 8 a nd the co rres pon ding confi dence in ter va ls I a te:

l( R: d ) E [0 .-168627. 0..in305! [(R~J ) E [0.660300.0 .7102 131

[ ( R~J ) E [0.522673. 0.577 1051·

T he fo llowing co nclus ion may be d ra wn:

1. If t he Eq . (11) gives p z y E r~y =(0.02 to 0.0-1) the n it. is s uffi cie n t to process
.)0 to 100 doc u ments to obtai n sa t isfacto ry prec is ion .

~ . If the confidence intervals of R"J. for a ll of methods analyzed. as defined in
Eqs (l 2 ), do no t co incide . t he re ex is ts a ~ t a tl5 t ic a. ll y s ignifica nt differ e nce between

t he co rre la t ion co erficiem obt a ined II si J1~ t h ree di fferen t indexing m e thods .

:.L Alt ho u gh t he index ing me thods may be ordered ,1.5 B. C. A oceo rdi m; 10

descend ing values . of R. ,..J. as it is s hew n in Eq. cal. this is no t su tficie nt for t ilt' tina]
DSC evalu a tio n. d ue to the [ac t t ha t those DSC*'i ar e obta ined fro m t he d itlorent
text lengt hs as sho ..... n in Eq . (il. In t his case t he co rrelat ion co effi cients a re to he
co ns ide red fo r the worst correspond ing cast'S Ill. as it is gi ven in [C) . ( 10 l, :':amely.
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I t IS proposed lha.t the infl ue nce of different text ten~lu on R. iJ values U D

eliminated by forming the following !V ra tios:

\V A = R~d/R~~ = 0.7588, W A = R~~/R:; = 1.~ 9 1 ~ .

W· = R:dlR:' = 0.8387 .

After reduction to the same conditions, from these results (see Eq. ( 13» it may
be concluded that the indexing by means of key words method (method B) is the
best one, then the title compressed words method (method C) follows and at the
end title single word indexing method (me thod A) is the least satisfactory one.

CONCLUSIO:,/

The experimental results obtained are used to establish a quality of d ifferent
indexing methods in processing titles and key words of documents in Serbian lan­
guage. The method of manual selection of key words is ranked t he bes t followed
by two automatic se lect ion o d DSC methods. In the case considered t he greate r
precision and completeness in information retrieval is to be exp ected by us ing the
manual indexing. That does not mean that automatic indexing methods with sin­
gle and co m pressed single words are to be rejected. On the contrary, on accoun t
of number of advantages of the automatic indexing methods {e.g. red uced human
participation in indexing, indexing methods (e.g. reduced buman participa tion 10

in dex in g, indexing unification. faster indexing) it is justified to use automatic in ­
dexin g methods also. The best approach would be to com bine t he manual and
autometic indexing methods. Namely, the standard practice is t ha t the a ut ho rs
are supplying key words besides the title of their text . These is t hen used as a n in ­
put to the automatic indexing method based on the compressed s ingle words . T hus .
the efforts spent on the morphological analyses of information ret riev al req ues ts are
significantly reduced .
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